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scRNA-seq provides information on which genes are expressed at the level of individual cells.

• Explore which cell types are present in tissues
• Identify unknown/rare cell types or states
• Elucidate gene expression changes during 

differentiation or across time or across states
• …

Data
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1. Expression Binning
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2. Cell by Gene Matrix

What does each block mean? What if shuffling columns? What about rows?
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Yang, Fan, et al. "scBERT as a large-scale pretrained deep language model for cell type annotation of single-cell RNA-seq data." Nature Machine Intelligence 4.10 (2022): 852-866.
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4. Gene embedding

Word2vec  --> Gene2vec

3. Expression embedding

Word Frequency  --> Bag of Words, term-frequency 
stat analysis

Gene Expression --> Occurrence of each gene, 
binning and converting to 200-d --> Embedding Token

Yang, Fan, et al. "scBERT as a large-scale pretrained deep language model for cell type annotation of single-cell RNA-seq data." Nature Machine Intelligence 4.10 (2022): 852-866.
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5. Reconstruction Loss
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6. Label Prediction Loss
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Yang, Fan, et al. "scBERT as a large-scale pretrained deep language model for cell type annotation of single-cell RNA-seq data." Nature Machine Intelligence 4.10 (2022): 852-866.
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Assign each gene a unique ID

Input gene (𝑔) tokens of each cell 𝑖

Maximum input length
Gene Tokens
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Expression Values
Value binning technique:
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Condition Tokens
(perturbations, …) scalar
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Final Embedding
Fully Connected
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Cui, Haotian, et al. "scGPT: Towards Building a Foundation Model for Single-Cell Multi-omics Using Generative AI." bioRxiv (2023): 2023-04.

Input Embedding
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Thank you.


